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ABSTRACT 

Consider the equation (i) (d.t/dt)- A(t)u(t)=f(t) where for tE[a,b], A(t) 
is a densely defined and closed linear operator in a Banach space X. Assume 
the existence of bounded projections Ei(t), i = 1, 2, such that A(t)El(t) and 

- -  A(t)E2(t) are infinitesimal generators of analytic semigroups and A(t) is 
completely reduced by the direct sum decomposition X = ~2= I ~) E.(t)X. 
We show that any solution u(t) of (1) is m Co(a, b) and satisfies the inequali- 
ties (1.2) provided that f(t) and A(t)are infinitely differentiable in [a, b] in a 
suitable sense. In case A(t) and fit) are in a Gevrey class determined by the 
constants {Mn} we have (1.3). Applications are given to the study of solution 
of (i) where for t~ [a, b] A(t) is the unbounded operator in H~ associated 
with an elliptic boundary value problem that satisfies Agmon's conditions 
on the rays 2 = 4- it, ~ > 0. 

1. Introduction 

The purpose  o f  this work  is to invest igate di f ferent iabi l i ty  proper t ies  of  solut ions  

o f  the equa t ion  

du 
(1.1) dt A(t)u(t) = f ( t )  

where for  each t e [a ,  b],  A(t) is an unbounded  ope ra to r  in H~ associa ted  

with  an e l l ip t ic  b o u n d a r y  value problem.  I t  is assumed tha t  for  al l  sufficiently 

large real  T and for  2 = + iT we have 2 e p(A(t)), the resolvent  set o f  A(t), and 

I1( - h(o) II--< c/l l. 
Earlier results on the differentiability of solutions of the equation (1.1) in a 

Banach space were obtained by Agmon-Nirenberg 12] for A(t) independent of t. 
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For p = 2 differentiability properties of solutions of (1.1) follow from the results 

of [5] and [10]. The proofs in [5] and [10] depend on Hilbert space methods. 

Differentiability results and Gevrey classes of solutions of initial value problems 

associated with (1.1) are investigated in [9] assuming that for t e [a, b],A(t) is the 

infinitesimal generator of an analytic semi-group. Existence and uniqueness 

results for weak and strict solutions of a class of two-point problems associated 

with the equation (1.1) are derived in [4]. 

In Section 3 we consider the equation (1.1) where for each t ~ [a, b], A(t) is a 

densely defined and closed linear operator in a Banach space X. We assume that 

there exist bounded projections Et(t) and E2(t) in X such that A(t)El(t) and 

- A(t)E2(O are infinitesimal generators of analytic semigroups and that A(0 is 

completely reduced by the direct sum decomposition X = EI(t)X ~ E2(0X. Let 

u(t) be a solution of (1.1) in [a, b]. We prove that u(0 ~ C| b) and that for 

every positive integer n there exists a constant C, such that for n = 1,2, ... and 

t ~ (a, b) we have 

ltdd--~ u(t)1 < C~( ]l El(a)u(a) [1 (t - a)-n + I] E2(b)u(b) ]I (b - t) -n 

(1.2) \ 

+ ( max ][ fk(t)II + max I1 u(0 [I)(<t- a) -n+l + (b - t)-"+l)} 
k = O , - . . , n  t r [a,b] / 

t s [ a ,  b]  

provided that A(t) is infinitely differentiable in [a, b] in a suitable sense and that 

f(t) ~ C~~ hi. In the special case when A(t) and f(t) belong to the Gevrey class 

{M,} in an appropriate sense we prove the existence of constants C and H such 

that for t ~ (a, b) and n = 1, 2, ... we have 

<= CraM. ( t  - a)-.ll El(a)u(a ) II + (b - t)-.ll E2(b)u(b ) [1 
(1.3) \ 

+ ( t -  a) -"+~(b - t) -"§ max II u(O II + max llf(o II))" 
t r [a,b] t r [a,b] I 

Applications of the results of Section 3 to the above-mentioned parabolic, 

boundary value problems are given in Section 4. 

2. Notation and definitions 

Given two Banach spaces X and Y, we denote by B(X, Y) the space of bounded 

linear operators from X to Y. The domain of a closed and densely defined linear 

operator A in X is denoted by D(A). p(A) is the resolvent set of A, and a(A) is the 
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spectrum of A. The norm of an element u ~ X is denoted by II u Ilx and, when X is 

fixed, by [[ u [l" For k=0 ,  l, ... Ck([a, b],X)is the space of k times continuously 

differentiable functions from the interval [a, b] to X. For u(t)~ ck([a, b], X) and 

li IL j = 0,'", k, In(t)]J = max u(t) 
t e[a,bl d f f  x" 

C([a, b], X) = C~ b], X) and Coo([a, b], X) = ,n,k=o Oo ckrVa, t , b], X). When X is 

fixed we set Ck[a, b] = Ck([a, b], X) and Coo[a, b] = Coo(In, b], X). Denote by 

{M.} a sequence of positive constants that satisfy the following requirements: 

" >__0 (2.1) M.+I  =< doM. for all n 

(2.2) (n )M,_ jMj<dlM,  f o r a l l n a n d j s u c h t h a t O < j < n . j  = = 

(2.3) M,  < M,+I for all n > 0. 

(2.4) Mj+k < dJ2+kM~Mk for all j and k > 0. 

do, dl and d2 are positive constants. Let G(Ho, H, [a, b], X) be the subset of ele- 

ments u(t) of C~([a, b],X) that satisfy the inequalities [u(t)], < HoH"N, for 

n = 0,1. . . .  

We denote by G a bounded domain in R v with a boundary aG of class Coo. 

(7 is the closure of G. C~176 (Coo(G)) is the set of I tuples of infinitely differentiable 

complex-valued functions that are defined in G(G). As usual C~(G) is the subset of 

Coo(G) consisting of those elements of C~~ the support of which is a compact 

subset of G. For 1 < p < oo and to = 0, 1, ..., H~"P(G) is the completion of Coo(G) 

under the norm 

We use the standard notation 

x = (Xl, '" ,  x,), x '  = (xx, ..., xv_ 1), D~ = i(O/Oxj), D = (Dl,..., O~), 

and D" = ,-'in'"'" "-',r~2~- ~ = (0c1,...,~,) is a multi-index of  non-negative integers, 

[~[ = ]g[=,~, and for ( e R  ~, ~ ' =  (~'. . .(~. R~_ = {x;x'eR'-l,x,>=O}. For 

to -- 0,1, . . .  f~H~ L~B(H~ II f Ilo and II Lllo denote 

the norms o f f  and L as elements of/-/~'P (G) and B(H~ H~"P(G)) respectively. 

IIfll = IIfllo and [[ L [I = II L IIo. 

Let A(x, D) be an I x I system of differential operators that is elliptic of order to 

in G with coefficients that are infinitely differentiable in G. Consider boundary 
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operators Bi(x, D), j = 1,..., �89 such that Bj(x, D) is a 1 x I system of differential 

operators of order coj < co with coefficients that are infinitely differentiable in G. 

Denoted by H~ {B j}) the completion of the set {u: u e C~176 Bj(x, D)u = 0 

on 0G tot j =  1, ..., �89 in HoV(G). Let A~ be the unbounded linear operator in 

H~ such that D(A~) = H~"P(G, {Bj}) and A~u = A(x, D)u for u e D(A~). 

For 0 __< ~q < ~2 < 2rr, set F(0q,0~2) = {2; ~ = re ~~ r > 0,0q < 0 < or2} and let 

y(0q, ~2) be the boundary of F(cq, ~2), that is, positively oriented with respect to 

DEFINITION 2.1. For t e [a, b], let A(t) be a closed and densely defined linear 

operator in a Banach space X. Let [~t, fl] _ [a, b]. We say that u(t) is a solution 

of (1.1) in [a, p] if u(0 c [ . ,  p] c1(., B); for t (., P) we have u(t) ~ D(A(t)) 

and du/dt - A(Ou(O = f(t).  

3. Two point problems for ordinary differential equations in a Banach space 

For t~ [a, b], let A(t) be a closed and densely defined linear operator in a 

Banach space X. We assume in Theorem 3.3 below that A(t) satisfies the follow- 

ing conditions. 

Condition I. For i = 1,2 and t ~ In, b], E/(t) is a bounded projection in X and 

= ~,i = 1 ~ Ei(t)X. A(t) is completely reduced by the direct sum decomposition X 2 

Condition II. Ei(t) e Coo([a, b], B(X, X)) for i = 1, 2. 

Condition III. There exist complex numbers/h, i = 1, 2, such that for i = 1, 2 

the operator L~(0 =(-1)i+~(A(0E~(0 + /zJ )  satisfies the following three con- 

ditions. 

(i) For t e [a, b], the resolvent set of Li(t) contains the closed sector F ( -  �89 O, 

�89 + 0) with 0 < 0 < �89 

(ii) L,(0 -1 s C| b], B(X, X)). 

(iii) There exist constants B,, n = 0,1, . . . ,  for ) . e F ( - � 8 9  O, �89 + O) and 

t E [a, b]; we have 
0 . 

Suppose that L(0 satisfies (i), (ii), and (iii). The existence of an evolution 

operator U(t, z) associated with L(0 tbllows from the results of [6]. It is proved 

in [9] that U(t, x) is infinitely differentiable for a < x < t < b and for every pair 

m, n of non-negative integers there exists a constant Cm,, such that 
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(o). 
(3.2) lr ~ -~- U(t, ~)1 ~- Cm,,lt-1:[-" 

Lemma 3.1 below is a corollary of  the proofs in ]-9]. 

LEMr, tr 3.1. Let K(t, z)~ B(X,X) for a < z < t < b. Assume that for every 

pair m, n of non-negative integers there exists a constant C=,~ such that 

II i. (3.3) ~-~ - ~  + - ~  K(t, ~) ~ C~..]t - 

(i) Let f(t) E C],a, b] :~ Cn(a, b). Then for t ~ (a, b), r e (a, t), and n = 1, 2 , . . . ,  we 
have 

dr" K(t, T)f(T)d~ = - ~  K(t, T)f(T)d~ 

+ ~, ~, n - l - k  O 
,=o 1=o j ~ - ~  + "-~'z ) K(t, r)-~-f(r)  

(3.4) 

O \n-k d k 
+ f t ,=o ~ (~) ( -~-t+ --~-z) K(t,r)-~-~kf(T)&. 

(ii) Let f(t) e C'],a, b']. Then for t ~ (a, b] and n = 1, 2, . .- ,  we have 

f' K(t, ~)f(T)d~ dt ~ 

= o r 
k=O 1=0 ~ j ~ Ot ] ~ Ot +'-~-] K(t'a)-d-~-J*lf(a) (3.5) 

O ~-k d e 

LErC~tA 3.2. Suppose that W~(t, ~) ~ B(X, X) for a ~_ ~ < t < b, and that 

W2(t, ~)~ B(X,X) for a < t < ~ < b. Assume that for i = 1,2, W,(t, ~) is infinitely 
differentiable for t # ~ and that for every pair m,n of non-negative integers 

there exists a constant Cm.~ such that estimate (3.2) holds for U(t,~) = W~(t,T). 
Let Id, fl] _q ]-a, b]. Let n be a positive integer. Assume that Co.o(fl-~) < 1 and. that 

k-I 2 Co,o(fl - ct) < 1 for k = 1,.-. ,  n. Let gi(t) E C],ot, fl] ~ C'(% fl) for i = 1, 2 . . . .  

Suppose that v,(t)eC],~,fl] for  i = 1,2 and satisfies the relations 

v,(t) = g1(t) + Wi(t, $)v2(~)d~ and v2(t) = g2(t) + Wz(t, $)v~(~)d~. 
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(i) vl(t)eC"(ct, fl) for i =  1,2, and there exists a constant K. such that the 

estimate 

(3.6) l~t" v+(t)tl <- K,  G((t - ~)-,+1 + ([3 - t )  -"+1) 

holds for i = 1, 2 and t ~ (m, [3) provided that for i = 1, 2, t ~ (m, [3), and j = 1, ..., n 

we have 

(3.7) II a,(')II =< G and 

1 I (3.8) ~ O,(t) < G((t - e)-j+l + ([3 _ t)-1+1). 

(ii) vi(t)~ C"(e, [3) for i = 1,2, and there exists a constant K. such that the 

estimates 

(3.9) 

(3.11) 

PROOF. 

defined by 

II 1 - ~  v,(t) < K, G((t - ~)-" + ([3 - t) -"+ 1) and 

(3.10) ll-~'~vz(t)l <= KnG((t-ot)-n+a + ([3- t) -n+') 

hold for t~(~,[3) provided that 02(0 = 0  in [c+,[3], that 01(0 = h(t) and for 

j = 0,. . . ,  n and t e (~,[3) we have 

1! 1 ? V  h(t) < t;(t  - ~)-~. 

Let Q1, Q2 be the bounded operators from Clot, [3] to C[ot, [3] that are 

(3.12) Qto(t) = Wl(t, T)O(z)d~ and 

(3.13) Q29(t) = W2(t, z)O(~)d~ 

respectively. Let R1 = Q2QI and set R2 = QtQ2. 
Let f ( t)  e C[e, fl] n C"(ct, fl) and suppose that for j = 1,..., n and t e (or, fl) we 

have 

(3.14) [if(0 [I -<- Fo and 

l! 1 (3.15) -d-iTf(O <= e / ( t  - c,) -~§ + ([3 - t ) -J+l) .  



(3.19) 
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F o r j  = 0, ..., n let Fj  = maxi-_o.. . jF i. For  1 < k < n there exists a constant Ck 

such that  for i = 1,2 

II dk , I~-I 
(3.16) --~Qtf(t) ~_ (CgFk_ 1 + 2 Co,o( fl -ct)F~)((t - ct) -k+l Jr (fl--t) -k+l) 

provided that f ( t )  satisfies (3.14) and (3.15). To verify the last assertion for i = 1, 

observe that  (dk/dtk)Qtf(t) is given by the right-hand side of  (3.4) with n = k, 

K(t, T) = Wl(t, ~), and r = �89 (~, + t). Estimate (3.16) for i = 2 is obtained similarly. 

Consequently for  k = 1,-..,  n there exists a constant C k such that 

B 1 (3.17) -~RJ(t) N (c:'._~+ (2~-~Coo(~ --))~FD((t-~)-~*'+ (~-t) -~§ 

for  i = 1,2 and for t~(e ,  fl). Hence for k = 1,. . . ,n a n d j  = 0,1 ..- there exists a 

constant Fk,s such that 

1 1 -d-~ R{f (t) < Fkj((t -- Ct)-k+l+ (fl -- t)-k+t). 

Set Goj  = I R{f(t)lo and 

d k 

<<,_ + <:_ , :+, , - ,  I Gk.S = s u p  
tE (a.#) 

Suppose that  Co,o(fl-  ~t) < p < 1 and that for  k = 1, .. . ,n, 2k-tco.o(fl -- Or) 

=< p < 1. Then ~T=oGo,j converges and 

co 

(3.18) ~ God __< (1 - p2)- lGo,  o. 
J=O 

It also follows from (3.17) that for  k = 1, .-., n, ~ o  G~.j converges and that  

~, Gk . j~ (1 - -p2)  -1 C k ~ G:, - l . s+Gk.o  . 
j=o j=o 

This implies that 

G ' - l j =  max G~j. 

~, R~f(t)  e C[~, fl] N C~(~, fl) 
J =0  

and that there exists a constant Kn such that  for  i = 1 and t e (0t, fl) we have 

H ! 2 Rlf( t )  <- K : ' ( ( t  - ~ ) - .+ 1+  (~ _ t ) - .§  (3.20) ~ 1=o 
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The same result holds also 

ficient to observe that since 

(3.21) v~(t) = 

(3.22) v2(t ) = 
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To prove (ii) one verifies, 

of constants k~, i = 1,-.. ,n 

and in case n > 1, 

(3.24) I d~ 1 K,G((t e)-~+l+ Q2h(t) -< - - t )  

for i = 2 , . . . ,n  and f o r j  = 1, . . . ,n  

H IE (3.25) - ~  R2h(t) < CjG((t - e)-j+1 + (fl _ t)-J§ I). 

Let Ul(t), u2(t) be the solution of the system of equations 

(3.26) ul(t) = gt(t) + Qtu2(t) and 

(3.27) u2(t ) = g2(t) + Q2ut(t) 

with #~(t)= R2h(t) and a2(t)_=0. Then v~(t)= ul( t)+h(t) ,  02(0 = u2(t) 

+ Qzh(t), and the assertion of (ii) follows from (i) and from estimates (3.23) and 

(3.24). 

Assume that A(t) satisfies conditions I, II, and III and for i = 1, 2, set B~(t) 

= Y~2= 1E'j(t)Ej(t)- la,l and let L,( t)= (-1)'+l(A(t)E,(t)+/a,l) .  As in [4] let 

Kt(t, z), for a < �9 _< t _< b, be the evolution operator associated with Lt(t) + Bl(t). 

Let H(t, T), for a ~ z < t < b, be the evolution operator associated with 

L2(a + b - t) - B2(a + b - t), and for a < t < z < b, set K2(t, ~) = H(a + b - t, 

a + b - r ) .  Define W~(t,z) for a < ~ < t < b ,  W2(t,z) for a < r < t < b ,  and 

W2(t, z) for a < t < ~ < b by 

(3.28) Wi(t, z) = Ki(t , ~)Ei(~)E't(~ ). 

It follows from [4, Lem. 3.3] that if u(t) is a solution of (1.1) in [~, fl] ~ [a, b] and, 

for i = 1, 2, ul(t) = El(t)u(t), then for t e [~t, #] 

for i = 2. To complete the proof of (i) it is now suf- 

Co o(fl - ct) < 1, vt(t ) and 02(0 are given by 

oo 

E R'2gl(t) + Qt E R~g2(t) and 
j = o  j =o  

Q2 ~ R~zgl(t) + ~ R~g2(t). 
j=O J=O 

with the help of Lemma 3.1 (i) and (ii), the existence 

and Cj, j = l, ..-, n such that 
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(3.29) 

(3.30) 

ul(t ) = Kx(t, cOu~ + 

u2(t ) = K2(t ,fl)up + 
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K~(t, ~)E~(z)f(~)dr + t, T)u~(~)d~ 

Tnl~o~rd 3.3. Suppose that A(O satisfies Conditions I, II, and IH. Then 

every solution of (1.I) in [a, b] is in C~(a, b) provided that f(t)  ~ C~[a, b]. For 

n = 1, 2,... there exists a constant C, such that if u(t) is a solution of(1.1) in [a, b] 

and f(t)  ~ C~[a, b] then 

(3.3i) [ { ~  u(t)[[ __< c.(t[ Et(a)u(a ) fl (t - a)-" + II E2(b)u(b) [! (b - t)-" 

+ ([f(t)].  + [u(t)[o)(( t-a)  -"+~ + ( b -  t)-"+~)) 

for t~(a,b).  

PROOF. The assumptions of  the present theorem and the relation 

(2 - (L~(t) + B(t))) -~ = (I - (2 - Ll(t))-lB(t))-~(2 - Ll(t)) -1 

that holds for 2 e F ( -  �89 - 0; �89 + 0) with 

121__>28o max IB(01 
t �9 [a,b]  

imply that there exists a complex # such that L(t) = L~(t)+ B(t)+ #I satisfies 

(i), (ii), and (iii) of Condition IlL Let U(t, z) be the evolution operator associated 

with L(t). Then Kl(t, z) = e-,(t-~)U(t, z). The above-mentioned results of [9] and 

the assumptions of the present theorem guarantee that for every pair m, n of non- 

negative integers and for i = 1 there exist constants Bm,n and Cm., such that 

(3.32) 

(3.33) 

~-~ - - ~ +  Ki(t,r = , - and 

+ =< c . , . [ t  - �9 [-". 

The same result holds also for i = 2. 

Let u(t) be a solution of (1.1) in [a,b]. For i = 1,2 set ui(t ) =Ei(t)u(O. Let 

[~,fl] _~ [a, b]. Let 0 < p < 1; suppose that Co.o(fl - ~) < p and that 2~-~Co, o(//,ct) 

< p for k = 1,..., n. Let v~(t), va2(t) be the solution of (3.34) and (3.35) with gl(t) 

= gKt(t, 'c)El(z)f(T)dr and u 2 ( t ) =  fatK2(t,z)Ez(~)f(~)d'c. Observe that by 

Lemma 3.1 (ii) the functions gi(t) satisfy the requirements of Lemma 3.2 (i). Let 
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v~(t), v22(t) be the solution of (3.26) and (3.27) with gl( t ) - -Kl( t ,  ct)El(ot)#(oO and 

g2(t) -- 0; denote by v~(t), va2rt) the solution of (3.26) and (3.27) with gl ( t ) -O and 

g2(t) = K2(t, fl)E2(fl)u(8). By [4, Lem. 3.3] us(t), i = 1,2, satisfy the relations 

(3.29) and (3.30) and, since Co.o(8 - ~) < 1, we have ui(t ) = ~,~= 1 v/(t), i = 1, 2. 

Hence Lemma 3.2 (i) and (ii) guarantee that ui(t) ~ C"(oq 8) and that for t e (g, 8) 

~.34~ 11~ ~011 --< r ~ u ~  I1 ~ -  ~r ~ + IJ ~ ) I I  ~p - 0 -~+ I~0 I~ 

Consequently for every non-negative integer n, u(t)~ Cn(a, b) and there exists 

a constant C, such that (3.31) is satisfied. 

The following lemma is a consequence of the results of [9]. 

LEMMA 3.4. Let K(t ,z)  ~ B(X, X) for  a <= z < t <= b. Suppose that there exist 

constants No and N such that for  every pair m, n of non-negative integers we have 

(i) Let [~, fl] ~- [a, b]. For t ~ (~, fl) let r.(t) = e + n(t - ~)/(n + 1). There 

exists a constant C such that for  every positive integer n and t ~(e, fl) we have 

(3.36) ~,t " d" 
< CG~ + J,~(,)l-d-P g(~) dz 

provided that g(t) e C[~, 8] ~ C"(~, 8), that for  j = 0,. . . ,  n - 1 we have 

(3.37) I d'  II g(t) < GoGJMj(t - oO - j  

and that G > max (2N, 2N(b - a)). 

(ii) Let f ~ C~[a, b] and assume that there exist constants F o and F such that 

for  every non-negative integer n and t e [a ,b]  we have 

Then for every positive integer n 

(3.39) II~-~t, f s  K(t ,z) f (r)dzl l  < F o F M , ( t - a )  -"+'.  

Here F o = 6dlNoFo and/e  = m a x ( 1 , F ( b - a ) ,  2N(b - a ) ,  2N). The proof of (i) 
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is part of the proof of [9, Th. 3.1]. The proof of (ii) is part of the proof of [9, 

Th. 3.3]. 

LEMMA 3.5. Let Wl(t, ~) ~ B(X, X ) f o r  a < z < t < b and let W2(t, z) ~ B(X, X)  

for  a < t < z < b. Suppose that for i =1,2, W~(t, z) is infinitely differentiable for  

t # z .  Assume that there exist constants N O and N such that for  every pair m, n of  

non-negative integers and for  i = 1,2 we have 

(3.40) ~ -~- + W ~( t ,  < NoNm+"MmMn(t - ~)-". 

Suppose that NoM~([t - ~) < �89 

(i) Let g~(t)~ C[e, 8] A C~( ~, 8) for  i = 1, 2. Suppose that there exist constants 

Go and G such that for  i = 1,2 and for  every positive integer n we have 

(3.41) [Ig,(t) II < GoMo, 

(3.42) < GoG"M,(t - ~)-,+1, and 

- II (3.43) g2(t) < GoG"M,(fl - t) -"+~ 

Let ut(t), u2(t) be the solution of (3.26) and (3.27). Suppose that the constants C1 

and L satisfy the following conditions: C1(//- ~)z > 4, Cl(/~-~) > 4, 
L >- G(~ - ~), and L > 2C(/~ - ~) where C is the constant appearing in the right- 

hand side of (3.36). Then for  every positive integer n and for  i =1,2 we have 

(3.44) II u,(t)II 2GoMo and 

[I u,(t)l 1 (3.45) < CIGoL, Mn(t _ ~)-,+ l(fl _ t)-,+ ~ 

(ii) Let gt(t)eC[ct, fl]OC~~ fl) and suppose that there exist constants G o 

and G such that for  every non-negative integer n and for  t ~ (~t, 8) we have 

(3.46) < GoG"M,(t - ~)-". 

Let ul(t), u2(t) be the solution of(3.26) and (3.27) with g2(t) - 0 and g~(t) as above. 

Suppose that the constants C~ and L satisfy the following conditions C~(p -e )  > 4, 

L > - G ( ~ -  ~), and L >  4 C ( B -  ~)2 where C is the constant appearing in the 

right  hand side of(3.36). Then for  i = 1, 2 and for  every positive integer n we have 

(3.47) II u,(t)ll _-< 2CoMo and 
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(3.48) ,dt u,(t) <= CIGoL"M.( t -  ~) -" ( f l -  t) -"+t 

PROOF. Estimate (3.44) follows from (3.41) and from the assumption that 

N o M ~ ( / / - ~ ) <  �89 Let n be a positive integer. In case n > 1 assume that estimate 

(3.45) holds for j = 1, ..., n - 1. Then 

" dJ u t ll C1( / / -  ct) 2 GolJMj(t _ oO_j(//_ t)_ j 
(3.49) ] --d~) 1()11 -< 2 

for j = 0, ..., n - 1 and it follows from Lemma 3.4 (i) that 

l ~-~ul(t)ll < GoG"M.(t - a) -"+1 
CC1Go(// _ ~)2 

+ x 
2 

(3.50) 

Here 

' d" 
NoM~ . ~ u z ( ~ ) l d ~  • L " - l ( f l - t ) - " + l ( t - a ) - " + l M " - l +  f 1" 

r.(t) = ~ + n(t - a)/(n + 1). Let s.(t) = t + ([3 - t)[(n + 1). One verifies 

similarly that 

< GoG"M.(/ /-  t)-.+x 

CCIGo(/ / -  ~)2L._ (3.51) + 2 l(t - ct)-"+ t ( / / -  t ) - "+ tM"-~  

+ N o M ~  s'(') I d- 
[:-d-~,u,(~)l &.  

For  i = 1,2 and n = 1 ,2 . . .  set v~(t) = ( t -  cO"-~(//-t)"-~l](d"/dg')u,(t) H and 

observe that by Lemma 3.2 (i), vT(t ) is bounded in [a, ff]. Since ( t -  ~ )" -~( f l - t ) " -  

< e(~ - ~)"- ~ ( / / -  3)"- 1 for r.(t) -< �9 < s.(t) we find that 

~t 
CCIG~ ~ /-~- XMn-I + -, ,,-0,- ~Vo~/" 2~ v~(x)d~ 

2 

f f l  CC1Go( ~ _ ~)2 L" - IM, - I  + , '  , , -o~o u-2e 1)~(T)dT. 
2 

(3.52) v](l) < GoG"M,(//-  t) "-x + 

and that 

(3.53) v~(t) < GoG"M,(t-  ~)"- 1 + 

Let r/7 = sup v~'(t). (3.52) and (3.53) guarantee that 
�9 (a,p) 

CC 1 . ~)2GoLnMn + �89 (3.54) r/] < G o ( / / -  a ) - ' (G(f l  - a))"M, + -~-L-- ~ - 
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CC1 ot)2GoL, Mn + �89 (3.55) r/~ < 6o(/~ - e)-a(a(fl - e))"M, + -~L---(/~ - 

Consequently for i = 1,2 and n = 1,2, ... we have 

CCa 
(3.56) r/7 =< 2Go(fl - ~)-'(G(/~ - ~))"M, + --L---(fl - ~)2GoI2M .. 

The assumptions on Ca and L and an induction on n ensure that (i) of Lemma 

3.5 is true. 

The proof of part (ii) is similar and uses I_emma 3.2 (ii). 

Suppose that A(t) satisfies Condition I. In Theorem 3.6 below we assume that 

A(t) satisfies the following two conditions. 

Condition II'. For i = 1, 2, Ei(t) e C~([a, hi, B(X, X)); there exist constants 

/-/o and H such that for te[a,b] and n = 0,1,-.-, we have Jl(d"/dt")Ei(t)H 

=< HoH"M .. 

Condition III ' .  For i = 1, 2, there exists a complex Pi such that for i = 1, 2, 

the operator L(t) = ( -  1) t+ *(A(OE~(t) + t*jI) satisfies conditions (i) and (ii) and 

the following condition: 

(iii)' There exist constants Ho and H such that (iii) of Condition III is satisfied 

with B, = HoH"M .. 

It is proved in [9] that if  L(t) satisfies (i) and (ii) of Condition III and (iii)' of 

Condition IlI '  and U(t, T) is the evolution operator associated with L(t), then there 

exist constants No and N such that for every pair m, n of non-negative integers 

and for a - < ~ < t < b  we have 

(3.57) ~ - ~  + ~ U(t, z) < NoN M,,+,It - T 1-". 

Observe that if  L(t) satisfies (i), (ii), and (iii)' and if  B(t) e C~176 b], B(X, X)) and 

there exist constants Ho and H such that for n = 0, 1, ..., we have 

II(d"/dt") B(,)II =< HoB"M. 

then there exists a # such that L(t) + B(t) + ttI satisfies (i), (ii), and (iii)'. 

TrtEO~M 3.6. Suppose that A(t) satisfies Conditions I, II', and III'. Let 

f(t) e C~176 b] and assume that there exist constants Fo and F such that for 

n = o, 1,... and t ~ [a, b] we have [[ d"/dt")f(t) [[ < FoF"M,. Let u(t) be a solution 

of (1.1) in [a, b]. Then u(t)~ C*~ b) and there exist constants C and G such 

that for t ~(a, b) and n = 1,2,. . . ,  we have 
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(3.58) 
l] d~- .( t) [I ~ CG"M,((t- a)-"ll Ex(a)u(a)[I + (b - t)-"[I E (b) (b)il 

+ ( t -  a)-"+'(b - t)-"+'(I u(t)[o + Fo)). 

PROOF. Since Conditions II '  and III'  hold, the above-mentioned results of [9] 

gurantee the existence of constants Ho, H, Ko, and K such that estimate (3.32) 

holds with Bm., = HoHm+"MmM, and estimate (3.33) holds with 

Cm, n = KoKm+"MmMn. 

Theorem 3.3 ensures that u(t) ~ C~(a, b). For i = 1,2, let ui(t) = Ei(t)u(t ). Let 

[~,/~] ~ [a, b] and suppose that KoMZo(~ - ~)e < �89 Let v/(t), v~(t), j = 1,2, 3, 

be defined as in the proof of Theorem 3.3. Observe that by Lemma 3.4 (ii) the 

function 91(t) = S~Kt(t,v)Et(z)f(r162 and Oz(t) = [.tBK2(t,r satisfy 

the requirements of Lemma 3.5 (i) with G o = CFo and some positive constant C. 

For t 6 [~,//] we have u(t) 3 ~ =  tv/(t) and Lemma 3.5(i) and (ii) guarantee 

the existence of constants C and L such that for n = 1, 2,... and t 6 (~,/~) we have 

"(')[! <= CeM.(( ,  - -t)-"+' II 
(3.59) 

+ ( t -  - 0-.1i 11 + 
Since (3.59) holds for every [~,/3] ~ [a,b] such that KoM2(ct- f l )e<�89 there 

exist constants C and G such that (3.58) holds for n = 1,... and t E (a, b). 

4. Two point problems for parabolic equations 

We consider in this section the equation (1.1) where for each t e [a, b], A(t) 

= APn(t) is the unbounded operator in H~ that is associated with an elliptic 

l x I differential system A(t, x, D) of order co independent of t and with the boundary 

operators Bi(t,x,D) for j = 1,...,�89 Thus for each te[a ,b] ,  A(t,x,D) and 

Bj(t,x,D) respectively satisfy the assumption on A(x,D) and on By(x,D) of 

Section 1. For ts [a, b], D(A~(t)) = H ~"P(G{B~(t)}) and for u E D(APn(t)) we have 

Ag(t)u = A(t, x, D)u. 
For the duration of this work we use the notation and definitions of [3]. It is 

proved in [3] that if A(t, x, D) and B~(t, x, D) for j = 1,..., �89 satisfy Agmon's 

conditions on the rays 1~[2 and ( l -  n)/2, then there exist bounded projections 

Ex(t) and Ez(t) in H~ such that A~(t)El(t) and -A~(t)Ez(t  ) are infinitesimal 
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generators of analytic semigroups and A](t) is completely reduced by the direct 

sum decomposition 

2 

H~ = Y~ �9 Ei(t)n~ 
i = 1  

Observe that Agmon's conditions for A(x, D), Bj(x, D) for j = 1, ..., �89 and the 

ray lo guarantee the existence of constants C and R such that for 2 e lo with 

121 => R we have 2ep (A~)and  1](2-- A~) -111 < c/I21 (See [1] and [7].) In this 

section we show that with adequate regularity assumptions on the coefficients of 

A(t, x, D) and Bj(t, x, D) for j = 1,..., �89 locally E~(t) and Ez(0 may be chosen so 

that A~(0 satisfies the assumptions of the theorems in Section 2. 

As in [3], denote by Po(2, t) the zeroth order parametrix for ( 2 -  A~(t)) -1 
of Seeley [7] that is well defined for 2 e 10 provided that A(t, x, D) and Bj(t, x, D) 
satisfy Agmon's conditions on lo. Recall that 

N N 

(4.1) Po(2, t) = Z Ci(2, t) - Z D j(2, t) 
j=l j=ra+l 

and for f e C~(G), C j(2, t)f and D j(2, t)f are given in terms of local coordinates by 

f ixr Cj(2, Of(x) = (2n)-~r e r 2) (a~A(t, x, ~) - 2)- lr (4.2) 

and 

D j(2, Of(x) 
(4.3) 

(2n)- '+ l Oj(x) f e ix'r 2)d(t, x ,  xv, ' '~ ' = ' ~ ,  s ,  2 )~bff~(~  , s)d~'ds. 

For g e C'~(W) we use the notation ~(r = J'R ~ei~'r dx and 

~,(~',x~) = f flx'r J RV-I 

The scalar functions r and ~j(x),j  = 1, ..., N, are in C~176 and for j  = 1, ..., m, 

the support of ~bi(x ) and ~j(x) is disjoint from ~G. 0(~, ~.) is infinitely differentiable 

in R~x to where 0(r = 0 for lel 2 + 1212 ___< 21 and 0(~,2) = 1 for Ir + 1212 
> 1. Similarly 0'(~',2) is infinitely differentiable in R V-Xx lo where 0'(r = 0 

for 1 '12+1212=<�89 and 0 ' ( r  1 for 1r t, x, r is the 
symbol of the principal part of A(t, x, D). Recall that if Agmon's conditions are 

satisfied by A(x, D) and Bj(x,D), j = 1, ..., �89 on lo, then a,~A(x, ~ ) -  2 is a 

regular matrix for (r 2) e R v x lo such that [ r 12 + [ x [2 ~ 0. Also for every set of 
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integers l, m, and p and for every pair of multi-indices 6' and e' of length v - 1 

there exist constants c and el such that for xv > 0, s > 0, and for (~', 2) e R v-x x Io 

such that [~' ]2 + [212 :~ 0 we have 

~m c~p ,., 
~" r ,  d ( x ' , x . ~ ' , s , 2 ) [  [ D=.D~,s c~x'~ 02 p 

(4.4) 

< cexp(-c  + s)r I + 121"~ I + 12l'~ ~-~176 
(See [7].) 

LEMMA 4.1. Suppose that any of the coefficients a(t,x) of A(t ,x,D) is 

infinitely differentiable in [a, b] x (7 and that for every multi-index ct there 

exist constants Ho and H such that for n = O, 1 ... and (t, x) E [a, b] x G we have 

-~x~a(t,x) < HottnM,. 

(i) Let re/2 < el < e2 < 3rc/2. Suppose that % A ( t , x , O  - 2 is reoular for 

( t ,x)~[a,b]•  and (~,2)~R'• such that I~12+1212eo. Let 
I < j < N. Then 

1 f e~'C.~(2, t)d2f lira ~ 
�9 ~ 0  ~' )'(~ i,~2) 

exists for every f e H~ For t ~ [a, b] and f ~ H~ set 

= lim ~ e X'Cj(2, t)d2f. Qj(t)f  
r J~t~q,~2) 

Then there exist constants H o and H such that 

Qy(t) ~ G(Ho, H, [a, b], B(H~ H ~ 

(ii) Let 0 < cq < o~ 2 < 2zr and assume that tz,oA(t,x,~ ) - 1  is regular for 

( t , x )~[a ,b]  x (7, and (~,2)~RVx 1 o such that 1~12 + I11" ~ 0. Let 1 ~_j <= N. 

For p (~ T(cq, or2) set 

1 f, Cj(2, t ) ~  - 2) - 'd2 .  

Then for t~ [a, b], Sj(p, t) is analytic in the complement of y(gi, cq). For every 

sufficiently small ~ > 0 there exist constants H o and H such that for 

we have 
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Sj(/t, t) ~ ~(I ~ I-'no,/~, [a, b], B(H ~ H o., (G))). 

(iii) Suppose that ao, A ( t , x , D ) - i t  is regular for ( t , x )e[a ,b]  •  and 

(r 2) ~ R" x l o such that ] ~ ]2 + 12 ] 2 :/: 0. Let 1 < j < N. There exist constants n o 

and n such that for it ~ l o we have C~(it, t) ~ G(no, H, [a, b ], B(H~ H '~ (G))) 

and 12 ]Cj(it, t) e G(Ho, n ,  [a, b], B(Hg(G), rig(G))). 

PROOF. Let 1 < p < oo and let 0 < R < oo. Suppose that K(x, ~) vanishes for 

Ix]>= R and that ]r162 for [ ~ [ < v - 1  and [ill ~_v. [8, 

Lem. 1] ensures the existence of a constant C = C(p,v,R) such that for every 

f e  C~(G) we have 

(4 .5 )  II (2")-'f e'~ek(xr162162 cllfll,.,~',. 

To prove part a set 

al( t ,x ,~,z  ) = ~(x.) x(~) f eX*(a,~A(t,x,r - it)- 'dit. 
z~t dL-(l~l) 

Here ~ > 0 and for I ~ ] > 0, L-(] ~ 1) is the boundary of 

r(~,, ~ ) n  (it; r~l r I __< I~1 ,,o_ r~l r I1; 
r~, i = 1,2, are chosen so that for all x and r ~ 0 and for t ~ [a, b] the eigenvalues 

of a,~A(t,x,r are contained in r(~,,~)~{it;2r,lelzl~l"o_~�89162 
Z(~) is infinitely differentiable in R~ )~(~) = 0 for [r =< 1 and Z(~) = 1 for 

]~1__>2. Let a2( t ,x ,~ ,T)=O for ] ~ 1 ~ 2  and for [~[__<2 set 

a2(t, x, r ~) = ~ ~p(x) (1 - Z(~)) f eX'O(~, 2) (a~,A(t, x, r - it) dit 

where 8 is the boundary of F(cq,~2) n {2; litl'~ 2 r ~  Finally for ~ ~ 0 and 

>= 0 set 

1 eX,it_~a,,(A(t,x,~)_it)_,dit" a3(t,x,~,z) = ~k(x)z(~) -(gl) 

Now 

(4.6) 

s o  

[ r [BD~D~(aa(t, x, ~, z) - aa(t, x, ~, 0)) 

1 )fL e ~ - 1 DDc(ao, A(t ' x, 4) - it)- ~dit 
- 2hi I~IBD~ff(x)Z(r -(led )'- 

e 3.~ _ 
1D~ -" (ao, A(t,x, ~ ) -  it)- ~ dit . 
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Considerations of homogeneity imply that the first term on the right-hand side of 

(4.6) tends to zero as z tends to zero uniformly with respect to (t, x) ~ [a, b] x G 

a n d ~ E R ' . S i n c e D ~ x ( r  for [ ~ [ # 0  and ~ such that [r < l o r l ~ [  ~-2,  

the same result also holds for the second term on the right-hand side of (4.6). 

Consequently for i = 3 we have 

lim [~[PlD~D~(a,(t,x,r - a,(t,x,~,O))[ = 0 

uniformly with respect to ( t ,x )e  [a, b] x d and ~ e R :  The same result holds 

also for i = 2. Note that for f ~  C~(G) and z > 0 we have 

; (4.7) 1 e"~Cj(2, t)d2f(x) = 2 eiX~ai(t, x, ~, ~)d~"]f(~)d~ 
2rci vrte,,~) t = l 

and for z > 0 we have 
..../ 

f f (4.8) e i~a l(t, x, ~, ~)~)~(~)d~ = e i~aa(t, x, ~, ~)A(t, x, D)r~jf(~)~. 

Let f ~  C~(G), (4.7), (4.8), and [8, Lem. 1] that we have cited above guarantee 

the existence of 

and that 

lim ~ e ar Cj(2, z)dZf 
~ 0  (~t, a2) 

(4.9) lim ~ = ~ eiXCai(t, x, 4, O)q~jf(~)d~. 
r  7 (1 ,~z )  i l l  

To ensure the existence of lim~., o fea~Cj(2t)d2f for every f~H~ it is now 

sufficient to observe that by [3, Lem. 4.2], for every t ~ [a, b] there exists a constant 

Ct such that 

for ~ > 0. Note that it follows from the assumptions on {M,} and on a~,A(t, x, 4) 

that for every pair of multi-indices ~ and/~ there exist constants H0 and H such 

that for (t, x) E [a, b] x d,  ~ # 0 and 2 ~ L-(] ~ 1) we have 

(4.10) < H~ + I zl''~176 

(4.10), (4.9), the definition of  ai(t, x, 4, 0), and the above-mentioned [8, Lem. 1] 

guarantee the existence of constants H 0 and H such that 



436 T. B U R A K  Israel  J. Math . ,  

Qj(t) e G(Ho, H, [a, b], B(H~ H~ 

Let bl(t,x,~,l~) = a,(t,x,~,O)(ao, A ( t , x , ~ ) -  Ia) - t .  Set b2(t,x,~,p) = 0 for 

1~1 > 2  and for 1 r  set 

b2(t, x, r p) = ~ •(x)(1 - X(O) f 0(r 2)(ao, A(t, x, r - 2)-16u - 2 ) - l d l .  
d d 

Then for f e  C~(G) we have 

S j~ ,  t) (x) = (2n)- '  • etXtb,(t, x, ~, I~)r 
i=1  . 

and arguments similar to those used above ensure the validity of (ii); (iii) is 

checked similarly. 

LE~,IA 4.2. Suppose that any one of the coefficients a(t, x) of  A(t, x, D) or of  

Bj(t,x,D), j = 1, ..., �89 is infinitely differentiable in [a, b] x (2,. Assume that for  

every multi-index e there exist constants t t  o and H such that for  n = 0, 1 ... and 

(t, x) e [a, b] x G we have 1(0"/Ot")a(t, x)] < HoH"M .. Assume that for  t e [a, b], 

A(t, x, D) and Bj(t, x, D), /or j = 1,..., �89 satisfy Agmon's conditions on the ray 

l o. Let m + 1 < j  < N. Then there exists a constant c, such that for  every pair of  

multi-indices 6' and e' and for every set of  integers l, m, and p there exist constants 

H o and H such that for  t �9 [a, b] and n = O, 1... we have 

(4.11) DffD~'s' ~-x~ ~2! ~t ~d j ( t ' x ' ' x ' '~ ' ' s ' l )  

<__ noH'M.exp(-c,(x,  + s)(lr + Ixl' )(lr + lal"~ *-~247176 
Note that for A(t, x, D) and Bj(t, x, D) independent of t and for n = 0, estimate 

(4.11) coincides with the above-mentioned estimate (4.4). We can use the same 

proof  as in [7, (3.4)] with obvious modifications to derive estimate (4.11). [7, 

Lem. 3, (II)] is used to investigate the dependence of d(t, x', x,,  ~.', s, 2) on t. 

LEMMA 4.3. Let the assumptions of Lemma 4.2 be satisfied. 

(i) There exist constants Ho and H such that for  2 �9 lo 

D j(I, t) �9 G(Ho, H, [a, b], B(H~ H~ and 

12 [Dy(2, 0 �9 G(Ho, H, [a, b], B(H ~ (G), H~ 

(ii) lira,_, o f t ,  e~'Dj( 2, t )d2f  exists for  every f e  H~ and t e [a, b]. For 

feH~ set Pl(t=lim,..o ft, ea'Dj(l,t)d2fi There exist constants Ho and H 

such that P l(t) �9 G(Ho, H, [a, hi, B(H~ H~ 
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(iii) For # r lo, set 

~(~,t)= 1 f, 2hi Dj(;t, t) (# - 2)- ~d2. 
o 

For t ~ [a, b], W/it, t) is analytic in the complement of l o. For every sufficiently 

small 8 > 0 there exist constants H o and H such that for It ~ F(0 - ~, 0 + e) we 

have 

W/It, t) ~ G(lIt l-~no, n, [a, b],B(H~ o,p (G))). 

PROOF. Let I < p < oo. Suppose that k(x', x~, ~', s) has support in I x '[  < R and 

satisfies the estimate [~']la'llo~,;h~Sk(x',x,, ~', s ) ] <  (xv + s) - t  for s > 0, x. > 0, 

I~'1----~, and I~'1 = ~.Es, Lem. 23 ensures the existence of a constant C = 

C(p, v, R) such that the estimate 

L f 11 (2re) - '*1  e'~ r k(x',x,,r ds L~(R', < [Igl[t.,(R~ 

holds for every g ~ C~~ ~) with support in the interior of R~.. This result and 

estimate (4.11) with s = 0 ,  l = 0 ,  p = 0 ,  [d[__<g, [6']<=v+i,  r e < k ,  and 

i + k __< co imply that (i) is true. 

Let f e  C'~(G). Then using local coordinates as in (4.3) we find that 

(4.12) 
D j(2, Of(x) 

(2,)-'+ %(x) J eiX'r O'(~',~)s~t,x ,x , ,~  , -1 , , = ' ' s, 2)dpjs f , (~ ,s)d~ ds. 

Estimate (4.11) with I = 1, [6'[ __< v, [d[  __< v, m = p = 0 and [8, Lem. 2] (that 

we have cited above) ensure that for every f ~  C~'(G) and for n = 0, 1 ... there 

exists a constant C(n,s ) such that for t e [a, b] we have 

II II ~ -  D # , t ) f  <= C(n,f)(1 + l~l~+~~ -~. 

Consequently 

exists for f ~ C~(G). 

1 fy~ ~n lim ~ -~D~(2,  t)d2f 
' t"*0 

Suppose that k(x', xv, r s, r) vanishes for [x'] < R  and that there exists a 

constant c such that ] ~' B' s, r)[ =< D.,D,,, k(x', xv, ~', 

exp ( - c (x ,+  s)(l~'I+ '))>l~'l+r)(1~'I + r) 1-~-~'' for lg'] < v  and [/~'[ _<v 
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and with to > 1. [8, Lem. 3] ensures the existence of a constant C = C(p, c, R, v) 

such that for 9 �9 C~(R v) with support in interior of R~ we have 

f e'' (ff 

For �9 > 0 and n = 0, 1, ... set 

1 f e~., cOn D.r" t)d2. 
P,.y(t,z) = 27ri ,ho Of' W~' 

Estimate (4.11) with [e' I __< v, 16'1 < v, m = l = p = 0, and [8, Lem. 3] (that we 

have cited above) ensure the existence of constants Ho and H such that for 

t �9 [a, b], ~ > 0, and n = 0, 1,..., we have 

(4.13) 1[ P,,y(t, z)[] :< HoHnMn . 

Since, as we have checked above, lira,_, o P,.y(t, z)f  exists for every f � 9  C~(G) 

we conclude, using (4.13). that lim,_.oP,,j(t,r)f exists for every f�9176 

It also follows from (4.13) that there exist constants H o and H such that 

P j( t ) �9 G( H o, H, [ a, b ], B( H~ G), H~ G) ). 

Part (iii) is proved similarly. 

An immediate consequence of Lemmas 4.1 and 4.3 and of the relation (4.1) is 

the following lemma. 

LEMMA 4.4. Suppose that the assumptions of Lemma 4.2 are satisfied for 

O = oq, i = 1,2, with ~/2 <oq <a 2 <37t/2. 

(i) There exist constants H o and H such that for i = 1,2 and 2 �9 l,, we have 

Po(;t, t) �9 G(Ho, H, [a, b], B(H~ H~ 
and 

I IPu( 3", t) �9 G(Ho, H, [a, b], B(H~ H~ 

(ii) lim,_.o 1/(2zci) J'7(~,, ~2) e~*Po(2, t)d2f exists for every f � 9  H~ For f ~ 
H o,p (G) set 

' f  B(t)f = lira ~ ea~Po(2, t)d2f. 
;-,.0 dy(~,e2) 

There exist constants Ho and H such that 

B(t) ~ G(Ho, H, [a, b], B(H~ H ~ 

(iii) For Iz ~ 7(eq, ~2) let 



Vol. 16, 1973 REGULARITY PROPERTIES 439 

l f, po(~, t) (/z _ ).)_ ld2. R(/z,t) = 2hi ( .... 2 

For t �9 [a, b], R(Iz, t) is analytic in the complement of 7(~q, ct2)- For every suf- 

ficiently small e > 0 there exist constants Ho and H such that for 

/t ~ F(~t t --  e, oq + e) k9 7(0t 2 --  e, ct 2 + e) 

we have R(~t, t) �9 G(]/~l-IHo, H, [a, b'l, B(H~ n~ 

LEMMA 4.5. Let the assumptions of Lemma 4.2 be satisfied. 

(i) For 2e  Io and t � 9  [a,b] let W(2,t) be the bounded operator in H~ 

such that for f � 9  C~(G), W()., t ) f  = ((4 - A(t))Po(2, t) - I)f. There exist constants 

Ho and H such that for ). �9 1o we have 

(1 + 12 I'-'~)W(2, t) �9 G(Ho, H, [a, b], B(H~ H~ 

(ii) For 2 �9 le, t �9 [a, b-I, and j = 1,..., �89 let Gi(2 , t) be the bounded operator 

from H~ to H~176 such that for f eC~(G) ,  Gj(2, t ) f =  Bj(t)Po(2, t)f. 

There exist constants H o and H such that for 2 �9 Iv we have 

Gi(2, t) �9 G(H o, H, [a, b], B(H~ H '~- o,~,p(G))) 

and 

[ a ,b ] ,  ( ' (G),  H~ ] G j(2t) C(no, H, B n ~ 

The proof of this lemma is similar to the proofs of [7, Lem. 4, 5, and 6]. 

The following results are proved in Tanabe [9]. Let the assumptions of Lemma 

4.2 be satisfied for 0 such that ct 1 < 0 < ~2. There exists a constant R such that 

2 �9 p(A~(t)) for 2 �9 F(cq, ct2) with I;,I R and for t �9 [a, b], 

(2 - A~(t))- 1 �9 COO([a, b], B(H~ H"'"(G))) 

for A �9 F(cq, ct2) with [ 21 ____ R and there exist constants Ho and H such that for 

t �9 [a, b], 2 �9 F(~I, or2) with 121 > R and n = 0, 1... we have 

tg" 
(4.14) [1~- (;. - A~(t))-' II + 121 '0"1 - ~  t/.'" 1 

- A~(t)) Iio < H~ 

These results are proved in [9] for l = 1 and the same proof applies also to 

systems. 

LEM~ 4.6. Let the assumptions of Lemma 4.2 be satisfied. There exist 

constants H o, H, and R such that for t �9 [a, b], 2 �9 o with [41 > R and n = 0,1. . .  

we have 2 �9 p(A~(t)) and 
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(4.15) 

(4.16) 

and for j = 1, ..., �89 

(4.17) 

l[-~t~-t~ ( ( 4 -  A~(t)) - l  - Po(4, t))lo ' 

+ 141 A~t))  - I -  Po(2, t ) lo 

HoH'M.(1 + 14l,o) -*. 

PROOF. Choose R so that 4 ~ p(A~(t)) provided that t e [a, b], 4 e 10, and 14] 

R. For t, 4 as above, set u(t, 4) = ((4 - AB(t))- 1 _ Po(4, t))f. Then 

(4 - A(t))u(t, 4) = W(t, 4)f  

Bj(t)u(t, 4) = Gj(t ,4) f  on dG 

where W(t, 2) and Gj(t,2), j = 1, ...,�89 are defined as in Lemma 4.5. Using 

Lemmas 4.4 and 4.5 and the above-mentioned results of Tanabe we find that 

(4 .18)  (2 - A(t)) u(t,4) = - Z A"-'(t) u(t, 2) + ~ 
i = 0  

and on OG 

(4.19) Bj(t) u(t,4) = - ~ ~-~( t )  ~-i-fu(t,4) + ~-?-Gj(t,2)f. 
l=O 

Here Ak(t) denotes the differential system obtained from A(t, x, D) by differentiating 

each of the coefficients of A(t ,x ,D) ,  with respect to t, k times; BJ(t)is defined 

similarly. 

Observe that there exist constants C and R such that 

(4.20) Ilvllo + lal Ilvllo =< c(llfl!o + z IIgJIlo-o, + 141'-~176 
j = l  

provided that t ~ Ia, b], v e H~"V(G), (A(t) - 4)v = f ,  g~ ~ H ~176 for 

j = 1, ..., �89 Bl(t)v =g j  on 8G for j = 1, ..., �89 2 e 10, and [2[ > R (see [9]). The 

assumptions of the present lemma, Lemma 4.5 and the a priori estimate (4.20) 

guarantee the existence of constants B o and B such that for n = 1,2,.. .  and 

t ~ I-a, b'l 
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n ~_, ]l_s3.u(t, 2) + BoB~M~(1 + i z l ,_o)_, l l / l lo (4.21) < 1; Bo B M,-i 
- -  i ffi 0 i ,i 0 t  

-'(:,  bl ii + '~ *-~176 z "~Bo~'-'M._, 0' s=l  ~=o l / T f  cu(t'20 ~,~" 

Estimate (4.21) and the estimate Ilfllo,--< CI!fll:"~ ~-~176 that holds for every 
f ~  H '~ P(G) and j = 1,..., �89 with an appropriate constant C, guarantee the existence 

of constants Bo and B such that for n = 1, 2,... and t 6 [-a, b] we have 

-'( 1 01~ k I1~ (4.22) ~ I; ~ BoB~-'M~_, ~(t,~) + I~l ,,(t,X) 
- l = o  i - a ~ -  0, ~ "  o 

+ BoB~M.( 1 + [~[~/~ 

T h e  relations (4.16) and (4.17), Lemma 4.5, and the a priori estimate (4.20) 

ensure the existence of a constant Ho > 2Bo such that 

(4.23) II u(t,~)I1o + I,~1 II u(,,,~) IIo ==- HoMo(1 + I~1"~ Ilillo. 
Estimates (4.23) and (4.22), the assumptions on {M,}, and an induction on n 

guarantee that the estimate 

(4.24) I!~-~ u(t,~)lflo ' + I~.l II~-~ u(t,~.)lo < HoH"M,(1 + I~.ll/~')-lilfilo 

holds for n = 0, 1, .-. provided that H > max(2B, 4dlBoB ). 
Let 0 ~ 01 < 0z < 2n and suppose that 0z - 01 < n. Assume that A(t,x,D) and 

Bj(t,x,D), j = 1,...,�89 satisfy Agmon's conditions on the ray lo, f o r / =  1,2. 

Suppose that for i = 1,2, 10, c p(A~(t)). The results of [-3] ensure the existence of 

a bounded projection Ev(t, Oi,Oz)in H~ that satisfies the following require- 

ments: for f~  D(AB(t) ) we have Ev(t, Oi,Oz)f~ D(An(t)) and AB(t)Ev(t ,01,02) f 
= Ep(t, Ol, 02)A~(t)f. Also ~(A~(t)Ev(t, 01,02) ) - {0} = tr(A~(t)) N F(0t, 02) and 

there exists a constant c(t) such that for ). r F(01, 02) we have 

I1(;~- A~l(Og, (t'Ol'O:))-~ II-~ c(,)I ;< I- ' .  
We remark that arguments similar '.to those used in the proof of part ( i i )  of 
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/..emma 4.7 below may be used to extend the above-mentioned result to the case 

Ot - 02 > n. Note that in case 7r/2 < 8~ < 02 < 37r/2 we have 

(4.25) Ep(t,82,O2)f = lim f e~ ' (2-  A~(t))-2d2J 
T-~O J~,(el,e2) 

for eve ryf~  H~ (See [-3].) 

LEPTA 4.7. Let rr/2 < 82 < 8z < 37r/2. Suppose that the assumptions of  

L e m m a  4.2 are satisfied for  O = Oi, i = 1, 2. Assume that f o r  t~  [a, b] and 

i = 1,2, Io, ~ p(A~(t)). For t e [a, b] set Eo(t ) = Eo(t, 01, 02). 

(i) There exist constants Ho and H such that 

Eo(t ) ~ G(H o, H, [a, b], B(H~ H~ 

(ii) There exists a complex l~o such that conditions (i), (ii), and  (iii)' o f  Section 3 

are satisfied by L(t) = A~(t) + po I. 

PROOF. Part (i) is an immediate consequence of (4.25), of Lemma 4.4 (ii), and 

of Lemma 4.6. 

]t follows from the assumptions of the present lemma that there exists a 6 > 0 

such that for t ~ [a, b] we have F(82 - 6, 01) u F(02, 02 + ~) ~ p(A~(t)). Let 

tt ~ F(8j - ~, 8~) w F(82, 82 + 6) - ~(8~, 8~). 

Then 

(IZ - -  A ~ ( t ) E o ( t ) ) - I  = ( #  _ A ~ ( t ) ) - 2 E o ( t  ) 4-  #-2(1  - E o ( t ) ) .  

The resolvent equation, 

(1~ - A ~ ( t ) - 2 ( 2  - A ~ ( t ) )  - 1  = (~, - 2 ) - 1 ( ( 2  - A ~ ( t ) )  - 2  - (~, - A ~ ( t ) ) - 2 )  

combined with (4.25) implies that 

1 f ,  (2 - A~(t ) ) -  z@ _ 2) - Jd2. (# - A~(t) ) - lE~ - 27ri (at.02) 

Consequently for/~ e F(Ox - 6, 0~) U F(Oz ,Sz + 6) - ~,(81, 0z) we have 

1 f (2 - A](t ) ) -  2(~ _ 2) - ld2 + ~ - ~(I - Ep(t)). (4.26) ~ - A~(t)E~(t))- 1 = 2hi j ~(ol.o~ 

The right-hand side of (4.26) is analytic in the complement of ?(0~, 02) and since 

tr(A~(t)Ep(t)) c F(Ol, 02), the relation (4.26) holds for/~ ~ F(Ol, 82). The validity 

of (4.26) for/~ r F(O~, 82), Lemma 4.4 (iii), Lemma 4.6, and (i) of the present 

lemma ensure that for every sufficiently small e > 0 there exist constants H o and 

H such that for # ~ F(81 - e, 82 + 8) we have 
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(It -- A~(t)Ev(t)) -1 E G( I # l- l( Ho' H, [a, b ], B( H~ G), H ~ P(G)))) 

and consequently the assertion of part (ii) is true. 

THEOREM 4.8. Let {M,} be a sequence of positive constants that satisfy the 

requirements (2.1) through (2.4). Denote by a(t,x) any of the coefficients of 

A(t ,x ,  D) or of Bj(t,x,D), j = 1,...,�89 Assume that a(t,x) is infinitely dif- 

ferentiable in [a, b] x (7 and that for every multi-index r there exist constants 

H o and n such that for n = O, 1... and (t, x) �9 [a, b] x (7 we have 

I ~' ~ a ( t ' x ) l<  H~ dt ~ O x ~  " = 

Assume that for t �9 [a, b], A(t, x, D) and Bj(t, x, D), j = 1,..., �89 satisfy Agmon's 

conditions on the rays 1�89 and l_~.  Suppose that f ( t ) �9  F,[a,b]). Let 

u(t) �9 C[a, b] ~ Cl(a, b). Suppose that for t �9 (a, b) we have u(t) �9 O(APe(t)) and 

du 
(4.27) dt Ag(t)u(t) = f(t). 

Then u(t) �9 C~(a, b) and there exist constantsC and B such that for n = 1, 2, ... 

and t e (a, b) we have 

I 1 ~  u(t)l! < B"M'(  (t - a)-~l[ Et(a)u(a) I[+(b - t)-~[I E2(b)u(b)11 
(4.28) 

a)-"+ ' (b - t )  -"+'( max II u(t) II + Fo) ).  + (t 
t e [ a , b ]  

El(a) and E2(b ) are bounded projections in H~ such that A~(a)El(a ) and 

- APe(b)E2(b) are infnitesimal generators of analytic semigroups. 

PROOF. To prove Theorem 4.8 it is sufficient to verify that for every to �9 I-a, b] 

there exists an r > 0 such that AP(t) satisfies the requirements of Theorem 3.6 in 

the interval [ a , b ] f 3 { t ; l t - t o l < r  }. Let to �9  and suppose that 

0 �9 p(APn(to)). 

The assumptions of the present theorem guarantee the existence of a 5 >0 such 

that for t �9 [a, b] and 0 �9 [ -  �89 - 5, - �89 + 5] w [in - 6, �89 + 6], A(t, x, D) and 

Bj(t, x, D) j = 1, ... �89 satisfy Agmon's conditions on 1 o. Choose R so that for 

t � 9  and i t � 9 1 8 9 1 8 9  U (�89 - f, �89 + 5) with lit l > R  we have 

it �9 p(APn(to)) and estimate (4.14) holds. Noting the discreteness of the spectrum of 

A~n(to), choose 6 so that in addition to the above-mentioned assumptions the rays 

l - � 8 9  6, I - � 8 9  + 5, �89 - 6, and �89 + 5 belong to p(An(to) ). Let 0 be the 
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boundary of {4; ] 4 [ < R, 2 ~ F ( -  �89 - 8, - in  + c5) U F(�89 - 8, �89 + 8)}. The 

relation t9 c p(A~(to)), the compactness of ~ and the validity of (4.14) for some 

ensure the existence of positive constants r, Ho and H such that for t E [a, b] with 

I t - to I < r and 4 e d we have 2 e p(A~(t)) and 

(4.29) ll-~-~ ( 2 -  A~(t))-I !1 < H~ 

Set [a, fl] = [a,b] c3{t; I t -  to[ ~ r) and for t~ [~,~] let 

EO(t)= 1 fa 2hi (2 - A~(t))- td2. 

It follows from estimate (4.29) that there exist constants Ho and H such that 

E~ ~ G(Ho, H, [a, fl], B(H~ H~ 

and 

Ag(t)E~ ~ C(Ho, H, [~,/~], B(H~ H~ 

For t e[ct, fl], let El(t )=Ep(t , �89 8, 3 z r / 2 - 8 )  + E~ and set E2(t) = 

Ep(t, - �89 + 8, �89 - c5). The results of [3] guarantee that for t e [~, ill, A$(t) is 

completely reduced by the direct sum decomposition 

2 

H~ = Y~ ~ Ei(t)H~ 
1 = I  

Consequently Lemma 4.7 and the above-mentioned properties of E~ 
A~(t)E~ guarantee that A~(t) satisfies the assumptions of Theorem 3.6 in [0t, fl]. 

In case to e In, b] and 0 r p(A~(to)), a result of the same type is obtained by 

considering the family A~(t) - 2ol where 4o ~ p(A~(to)). 

Note that Theorem 4.8 extends the results of [91 where it is assumed that for 

each t E [a, b], A~(t) is the infinitesimal generator of an analytic semigroup. In this 

case there exist constants Ho, H, Go, and G such that for n > 1 and t e (a, b] we have 

( .  u 0![ *'11-)11 + ar T M  d ~  = 

See [91. 

We state without proof the Theorem 4.9 that can be proved with the help of 

Theorem 3.3. by a method similar to that used in Theorem 4.8. 

THEOREM 4.9. Assume that the coefficients of A(t,x,D) and Bj(t,x,D), 

j = 1,...,�89 are infinitely differentiable in [a,b] x 8. Suppose that for 
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t ~ l'a, hi, A(t, x, D) and Bj~t, x, D), j = 1,..., �89 satisfy Agmon's conditions on 

the rays l~  and l_~:~. Let u(t)~ C[a, b] ~ Cl(a, b), and suppose that for t ~ (a, b), 

u(t) e D(A~(t)) and du/dt - Ag(t)u(t) = f(t).  Then u(t) ~ C~ b) and for every 

positive integer n there exists a constant C, such that for t ~ (a, b) and n = 1, 2, ... 

we have 

(4.31) 
II-~t" u(t)l < C~((t - a)-*l[ El(a)u(a ) ![ + (b - t)-"[[ E2(b)u(b ) [I 

d ~ 
+ ( t -  a)-"+'(b - t ) - ' + t (  max [lu(t)ll + max II f(t)llt. 

\rein,hi k =o,...,,U at U/ 
z E Ca,b] 

El(a) and Ez(b) are bounded projections in H~ such that A~(a)El(a) and 

- APa(b)E(b) are infinitesimal generators of analytic semigroups. 

Note that for p = 2, or for 1 < p < ~ and A~(t) independent of t, the as- 

sumptions of Theorem 4.9 and the results of [10] and I2] respectively guarantee 

that u(t) ~ C~ b). 
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